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1. Management Summary 

1.1 Introduction 

At MyCompanu a HP production Oracle Database server of the type N4000 PA-8700 750 MHz  5 
CPUôs named ñhpx55ò is in the phase of consolidation towards a new HP system of the type RP7420 
PA-8800 1GHz 4 CPUôs named ñhpx154ò.   

The source server had about eight Oracle instances named ñprdux47, prdux49, prdux57, prdux61, 
prdux62, prdux41, prdux40 & prdux37ò of which the most important ones named ñprdux47, prdux49, 
prdux57ò have already been migrated to the new server.  

The impact of this Oracle instances migration onto the new server ñhpx154ò is quite important in a 
sense that the current resources are heavily used leaving no room for the remaining instances yet to 
be migrated.   

As such the goal of this consolidation document is to investigate the required resources, in other 
words the sizing of the ñhpux154ò server, under the following circumstances: 

 All mentioned Oracle instances migrated. 

 Overall load should not exceed 60% in order to handle peak/abnormal loads. 

 Increase the load with one extra database coming from the Microsoft platform (covered by 
40% load increase simulation).   

 Check impact of a migration towards Itanium (RX7620 1,5GHz). 
 
The performance data collections for this audit are done by the HP OpenView Performance Agent  
technology.  This data is analyzed by HP OpenView Performance Manager and loaded into the 
TeamQuest Model For HP OpenView that uses the mathematical modeling queuing algorithms for 
predicting performance in cases of for example load consolidations, growth & HW modifications. 

The period covered in this document is about 8 days: 

1) Friday - until Friday -. 

1.2 Modeling Stretch Factor 

The modeling software allows us to calculate the current & future Stretch Factor (SF) for different load 
& hardware change scenarios. 

This Stretch Factor is calculated as ((QueueT+ ServiceT) / ServiceT) and used to evaluate if issues 
occur with the server in the queuing model.  Figure 1.2-1 shows that the SF indicates the moment of 
exponential performance degradation.    
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Figure 1.2-1 

 

This reveals that a SF of 2 indicates the start of the exponential performance decrease.   
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2. System Descriptions 

The hardware configurations ñpartiallyò of the two servers are listed below. 

2.1 System ñhpx55ò 

      

Figure 2.1-1 

   

2.2 System ñhpx154ò 

     

Figure 2.2-1 
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3. Representative Period Selection 

This section of the document verifies the consumption of the main server resources as there is CPU, 
Disk & Memory in order to select one or more data snapshots to be used in the consolidation 
scenarios.  These snapshots are as such very important and should minimally include the best & worst 
case load scenarios.   

This document describes three scenarios: 

1. Scenario-A: Worst case, it combines the heaviest loaded snapshots (found between 1 & 8 
April) of both servers. (hpx55-day & hpx154-night). 

2. Scenario-B: Combines the heaviest loaded snapshot during the day of server ñhpx55ò with the 
heaviest loaded snapshot of server ñhpx154ò during the day. (hpx55-day with hpx154-day). 

3. Scenario-C: Combines the most heavy loaded snapshot during the night of serveròhpx55ò with 
the most heavy loaded snapshot of server ñhpx154ò during the night. (hpx55-night with 
hpx154-night).    

3.1 System ñhpx55ò 

The overall CPU load for this server is shown below in Figure 3.1-1 and this for the full period [1 ï 8 
April]. 

 

Figure 3.1-1 

A correlation with the CPU Run Queue & Priority Queue is shown in Figure 3.1-2. 
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Figure 3.1-2 

For the same period we look at the CPU load by application, see Figure 3.1-3. 

 

Figure 3.1-3 
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3.2 System ñhpx154ò 

The CPU load for this server is shown below in Figure 3.2-1 for the full period [1 ï 8 April]. 

 

Figure 3.2-1 

A correlation with the CPU Run Queue & Priority Queue is shown in Figure 3.2-2. 
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Figure 3.2-2 

For the same period we look at the CPU load by application, see Figure 3.2-3. 

 

Figure 3.2-3 
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4. Worst Case Scenario-A (WCD-55 & WCN-154)  

This scenario combines the worst case load snapshots of both servers ñhpx55ò (4 April 14h-15h 
WorstCaseDay), see Figure 4.2-1 & ñhpx154ò (5 April 3h-4h WorstCaseNight), see Figure 4.2-2.   On 
server ñhpx154ò the snapshot contains a quite high load by the groups named ñother_user_root & 
otherò. 

4.1 Snapshots 

 

Figure 4.1-1 

 

Figure 4.1-2 
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4.2 Current Situation 

4.2.1 Server ñhpx55ò 

The model build results are shown in Figure 4.2-1. It reveals that the model can be used for further 
manipulations (CPU Measured 85,84% ė CPU Modeled 85,924%). 

 

Figure 4.2-1 

The Stretch Factor (SF) for the server is shown below in Figure 4.2-2. 

 

Figure 4.2-2 

This server works at the limit of itôs capabilities since the SF is around 2 (PRDUX40 2,1).  The current 
active resources utilization is given below in Figure 4.2-3. 
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Figure 4.2-3 

4.2.2 Server ñhpx154ò 

The model build results are shown in Figure 4.2-4. It reveals that the model can be used for further 
manipulations (CPU Measured 99,58% ė CPU Modeled 97,73%). 

 

Figure 4.2-4 

The Stretch Factor (SF) for the server is shown below in Figure 4.2-5. It reveals that for this moment 
the server encounters already performance issues with a SF above 5. 
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Figure 4.2-5 

The current active resources utilization is given below in Figure 4.2-6. 

 

Figure 4.2-6 

The reason for this issue is lack of CPU resources.  As such before a consolidation exercise we need 
to solve this issue, see next section. 

4.2.3 CPU Upgrade ñhpx154ò 

An upgrade towards 7 CPUôs is required in order to support the opposed load during this period see 
the impact on the SF as given in Figure 4.2-7. 
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Figure 4.2-7 

The (top-5) active resources are shown below. 

 

Figure 4.2-8 

4.3 Consolidated 

The server ñhpx55ò load consolidation impact on server ñhpx154ò is shown in the Stretch Factor below, 
see Figure 4.3-1.   The ñhpx55ò I/O load of the devices on channel ñ0/5/0/0ò have been spread over 
the two available 2Gbit Tachyon controllers by adding new LUNôs. 
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Figure 4.3-1 

 The active resources (top-5) utilization after consolidation is given below in Figure 4.3-2. 

 

Figure 4.3-2 

It is clear that the CPU resource remains the main issue after consolidation.  
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4.3.1 CPU Upgrade ñhpx154ò ï Good SF but no margin 

The number of CPUôs needs to be increased from 7 up to 12 in order to have a correct SF, see Figure 
4.3-3 below. 

 

Figure 4.3-3 

The corresponding active resources consumption is about 90% for the CPU which is quite high see 
below. 

 

Figure 4.3-4 
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4.3.2 CPU Upgrade ñhpx154ò ï Good SF and margin 

The number of CPUôs needs to be increased from 12 up to 16 in order to have a correct SF combined 
with a good margin for potential extra load, see Figure 4.3-5 below. 

 

Figure 4.3-5 

4.3.3 Load Increase 

With this 16 CPU server a load increase of about 40% for all Oracle Instances will correctly be 
handled, see Figure 4.3-6 below that shows the SF evolution for five steps of 10% load increase on all 
the Oracle instances. 

 

Figure 4.3-6 
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Around Step 4 or a total load increase of 40% a new performance degradation situation occurs. 

4.3.3.1 Migration To ñItaniumò 

The worst case scenario where all databases are migrated combined with a 40% growth needs a 9 
CPU server.  The SF for an 8 CPU unit is shown below where degradation occurs around 30% growth. 

 

Figure 4.3-7 
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5. Scenario-B (WCD-55 & WCD-154)  

5.1 Snapshots 

This scenario combines the worst case load snapshots of both servers ñhpx55ò (4 April 14h-15h 
WorstCaseDay), see Figure 5.1-1 & ñhpx154ò (4 April 12h-13h WorstCaseDay), see Figure 5.2-2.     

 

Figure 5.1-1 

 

Figure 5.1-2 
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5.2 Current Situation 

5.2.1 Server ñhpx55ò 

We refer to scenario ñAò for this detail as it has already been commented. 

5.2.2 Server ñhpx154ò 

The model build results are shown in Figure 5.2-1. It reveals that the model can be used for further 
manipulations (CPU Measured 87,18% ė CPU Modeled 86,39%). 

 

Figure 5.2-1 

The Stretch Factor (SF) for the server is shown below in Figure 5.2-2. It reveals that for this moment 
the server does not have a performance issue, the SF is maximally around 1,8. 

 

Figure 5.2-2 



Systems Migration   Page 23 of 35 

 

HP-UX Servers ñhpx55 & hpx154ò                                     Version 1.0 

Walter Verhoeven ï CREATIVE Associates 

The corresponding active resources utilization is given below in Figure 5.2-3. 

 

Figure 5.2-3 

This shows that also during the day this server encounters heavy CPU load. 

5.3 Consolidated 

The server ñhpx55ò load consolidation impact on server ñhpx154ò is shown in the Stretch Factor below, 
see Figure 5.3-1.   The ñhpx55ò I/O load of the devices on channel ñ0/5/0/0ò have been spread over 
the two available 2Gbit Tachyon controllers by adding new LUNôs. 

 

Figure 5.3-1 

It is clear that the server encounters severe performance issues seen the SF value of 15 and higher.  



Systems Migration   Page 24 of 35 

 

HP-UX Servers ñhpx55 & hpx154ò                                     Version 1.0 

Walter Verhoeven ï CREATIVE Associates 

The active resources (top-5) utilization after consolidation is given below in Figure 5.3-2. 

 

Figure 5.3-2 

It is clear that the CPU resource is the main issue after this consolidation.  

5.3.1 CPU Upgrade ñhpx154ò ï Good SF but no margin 

The number of CPUôs needs to be increased from 4 up to 8 in order to have a correct SF, see Figure 
5.3-3 below. 

 

Figure 5.3-3 

The corresponding active resources consumption is about 90% for the CPU which is quite high see 
below. 
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Figure 5.3-4 

5.3.2 CPU Upgrade ñhpx154ò ï Good SF and margin 

The number of CPUôs needs to be increased from 8 up to 12 in order to have a correct SF combined 
with a good margin for potential extra load, see Figure 5.3-5 below. 

 

Figure 5.3-5 
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5.3.3 Load Increase 

With a 12 CPU server a load increase of about 40% for all Oracle Instances will correctly be handled, 
see Figure 5.3-6 below that shows the SF evolution for five steps of 10% load increase on the Oracle 
instances. 

 

Figure 5.3-6 

Around Step 4 or 40% a performance degradation situation starts to occur. 

5.3.3.1 Migration To ñItaniumò 

The worst case scenario where all databases are migrated combined with a 40% growth needs a 7 
CPU server, see the SF for this migration below in Figure 5.3-7.  
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Figure 5.3-7 
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6. Scenario-C (WCN-55 & WCN-154)  

6.1 Snapshots 

This scenario combines the heavy load snapshots of server ñhpx55ò (7 April 22h-23h 
WorstCaseNight), see Figure 6.1-1 & ñhpx154ò (5 April 3h-4h WorstCaseNight), see Figure 6.1-2.     

 

Figure 6.1-1 

 

Figure 6.1-2 














